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Abstract

We present a novel complete system for machine-aided inventory. Our system covers automatic product identification
using RFID, localization based on ambient sensors, the enrichment of raw RFID data with product information from ERP
(Enterprise Resource Planning) backend systems and real-time augmented reality (AR) visualization. We have integrated
all of these components into a real-world demonstrator resembling a supermarket and successfully presented the system

in the scope of an industry workshop.

1 Introduction

In order to simplify processes in logistics, warehousing,
and surveillance, our interdisciplinary joint project Am-
biSense [1] has combined solutions for efficient acquisition
and mapping of environments. These environments are
equipped with diverse ambient technology such as WLAN,
Bluetooth, and RFID. The research is based on techniques
stemming from the fields of robotics, embedded systems,
AR and ERP.

This paper is organized as follows: Firstly, we define our
application scenario. Then, Section 2 gives an overview of
the complete system architecture, followed by an in-depth
description of the different components of our system. We
present our results in Section 3 and finally draw a conclu-
sion in Section 4.

1.1 Application Scenario

One key component of our project is the continuous in-
tegration of all developed algorithms and techniques into
a real-world demonstrator to illustrate their practicability
and usefulness. We have chosen warehousing and retail as
our current application scenario: Robot-assisted inventory
is applied in a supermarket as we expect goods to be la-
beled individually with RFID tags in the near future. This
enables products to be tracked from production to sale con-
sistently and to be localized permanently. In order to pro-
vide a working demonstrator, we set up an application sce-
nario resembling a supermarket at the AmbiSense lab at the
University of Tiibingen. It consists of individually tagged
products placed in typical shop shelves.

Our robot, equipped with an RFID reader, traverses the
supermarket environment while constantly detecting prod-
ucts within its range. The data are transmitted using WLAN
to a central computer which holds a model of the current
state of the system. We augment these data by additional
product-specific information provided by the ERP system.
The detected objects as well as additional product data are
visualized using AR techniques. The robot localizes itself

using the existing infrastructure of different ambient sen-
sors (RFID, Bluetooth, WLAN).

This scenario aims at synchronizing the product stock of
supermarkets or stores automatically. Other sample tasks
could be the identification of products that are past their
sell-by dates or located in the wrong places.

1.2 Contributions

We present a novel prototype system for robot-assisted in-
ventory targeted at supermarkets. Our system consists of
various distributed components for robot control, localiza-
tion, sensor and data fusion, ERP backend connection and
visualization. To provide maximum extensibility, flexibil-
ity and reusability of these components, we apply princi-
ples of service oriented architectures (SOA) for communi-
cation of the distributed system parts.

1.3 Related Work

Related work with respect to our application scenario is
most profoundly influenced by the Metro Group, which
currently utilizes RFID tags for palette identification [5].
Wal Mart is another company which increasingly focuses
on RFID for palette identification. With our work we in-
tend to extend this identification to the product level at the
point of sale. Additional features of our approach include
autonomous robots and a real-time visualization as well
as self-localization of mobile agents (i.e. robots, service
staff using PDAs or laptops) using ambient sensors (RFID,
Bluetooth, WLAN).

2 Overall System

The AmbiSense system consists of four distinct parts that
are described in more detail in the following subsections
and depicted in Figure 1.

The first part is composed of mobile platforms, typically
robots or handheld devices. These mobile agents constantly
locate themselves and gather data from their surrounding,
such as images and RFID tag data (Sections 2.1 and 2.1).
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Figure 1 Schematic overview of the overall system.

The data acquired by these mobile agents are typically raw
data, for instance the numbers stored on RFID tags.

The mobile agents transfer the gathered data to the second
part of the system, the so-called world model (Section 2.3).
The world model acts as a central point of integration for
all connected components.

The third part of the AmbiSense system is the ERP inte-
gration server (Section 2.4), which is responsible for the
enrichment of the gathered raw data with more detailed in-
formation from the connected backend systems.

In order to enable humans to understand and manipulate
the abstract data, the fourth part provides an intuitive visu-
alization (Section 2.5) by means of augmented reality.

2.1 Robots and Localization

As mobile platform, we use an RWI B21 service robot
(Figure 2). It possesses a so-called synchro drive, which
allows the robot to turn on the spot. Mounted on the front
of the robot, there is a SICK LD-OEM1000 laser scanner
(240° field of view in our setting). We use the laser scan-
ner for obstacle avoidance and to get ground truth position
information. On its top, the robot carries color cameras for
object recognition. These cameras are placed on a pan-tilt
unit so that the orientation of the cameras can be altered au-
tomatically. The main sensor for our scenario is an Alien
Technology ALR-8780 UHF RFID reader, which supports
the UHF standard EPC Class 1 Generation 2. We fixed the
two antenna pairs connected to the reader to the front left
and right side of the robot so that the antenna pairs span an
angle of about 90°. This setup allows the robot to scan a
relatively large area.

Inside its body, the robot carries two standard PCs. Among
other tasks, they control the robot’s engines, process the
sensor data, and compute the current position of the robot.
For communication with external servers, for example the
world model, the robot is equipped with a WLAN card and
two Bluetooth dongles. On its rear side, our robot is addi-
tionally endowed with a touch screen monitor. This mon-

itor displays information about recognized products and
about the current state of the robot. Furthermore, humans
can interact with the robot using this display. This way, we
could use the robot as a shopping guide in the future.

A key prerequisite for robot navigation is that the robot
knows its current position. In indoor environments, self-
localization of mobile robots is commonly based on laser
data. However, laser scanners are relatively expensive. In
order to save these costs, our goal is to use existing infras-
tructure for self-localization (e.g. already installed WLAN
nodes). Therefore, we developed three alternative local-
ization methods based on RFID, WLAN and Bluetooth.
In this paper, we only give brief descriptions of the three
methods. A detailed description can be found in [23].

In order to localize the robot using RFID, we place a num-
ber of stationary RFID tags in the environment (for exam-
ple at shop shelves or at walls). We assume that we know
the position of each tag. If the robot detects one of these
tags, it must be somewhere near the tag. Consequently,
the approximate position of the robot is known. However,
the exact distance and orientation of the robot with respect
to the tag is still unclear. Fortunately, the robot usually
detects more than one stationary RFID tag at once. By
incorporating the information from multiple detections, a
more accurate position estimate is possible. Additionally,
the integration of different measurements over time greatly
contributes to increasing the localization accuracy.
Currently, we employ two different localization approaches:
amethod that requires an explicit sensor model of the RFID
antennas, and a method based on fingerprinting. Both meth-
ods use a so-called particle filter [19], which estimates the
robot’s position based on the sensor measurements in a
probabilistic fashion.

The sensor model-based RFID localization method was or-
iginally proposed by Héhnel et al. [13]. This approach uses
an explicit sensor model of the RFID antennas to model the
probability of detecting an RFID tag at a relative position
with respect to the antenna. The generation of the sensor
model is very time-consuming, because one must manually



‘ s'\ Color

cameras

ROBIN

RFID
antennas

Laser
scanner

Engines,
batteries

Figure 2 Our service robot and its main sensors.

determine the detection rates of RFID tags for a large num-
ber of tag positions relative to the antennas. Therefore, we
extended the approach by a technique that automatically
learns the sensor model while the robot is exploring the
environment [24]. Figure 3 shows such a manually gen-
erated sensor model for an RFID antenna. The automatic
generation of the sensor model is at least five times faster
than the manual generation.

For the fingerprinting-based localization method, the so-
called RFID snapshots were developed within the scope
of the AmbiSense project [17]. This method does not re-
quire an explicit sensor model, but learns the distribution of
the stationary tags in a training phase. Basically, an RFID
snapshot represents a robot pose (position and orientation
of the robot) by a vector. This vector stores for each tag
its detection probability, given that the robot is located at
the specific pose. The map of the environment consists of
the set of snapshots recorded in the training phase, together
with the poses of the snapshots. Later, the robot localizes
itself by comparing the vector of currently detected tags to
the stored RFID snapshots.

Our Bluetooth-based self-localization approach is based
on received signal strength indication (RSSI) to Bluetooth
landmarks in the environment [18]. Thereby, signal strength
is mapped to distances. A novel feature of our approach is
the automatic parametrization of the sensor models. To
compute the position of the robot from multiple RSSI val-
ues, we examined a trilateration by minimizing the squared
errors (MSSE). As an alternative, we use a particle filter.
Because many mobile devices like smart phones or PDAs
possess a Bluetooth interface, the Bluetooth localization is
not restricted to an application on a robot but can be used
on a wide range of different devices.

Finally, we also use existing WLAN infrastructure to lo-
calize the robot with respect to fixed WLAN nodes. This
method is based on round trip times, i.e. the time of flight
of signals between WLAN devices [12]. We developed
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Figure 3 Automatically generated sensor model for our
RFID antennas. The antenna is located at the origin (0, 0).
The sensor model represents the detection probabilities of
RFID tags at different positions relative to the robot.

a new algorithm called Four-way Time-of-Arrival, which
is faster, more accurate and easier to implement than pre-
vious approaches. Additionally, the algorithm allows for
cooperative localization. Furthermore, we plan to release
the open-source software Goodtry [14] for WLAN trilater-
ation.

2.2 Vision-based Object Recognition

When the robot navigates through our supermarket sce-
nario, it continuously scans for tagged products with its
RFID receiver. As an alternative way to recognize prod-
ucts, we use visual object recognition. Our object detec-
tion uses local image features to search one or multiple in-
stances of trained objects in the current camera frame (Fig-
ure 4). We extract the image features with the well-known
scale invariant feature transform (SIFT) [16], or use the so-
called speeded up robust features (SURF) [7]. While RFID
tags uniquely identify a product, the vision-based approach
can only assign the product class to a package (for exam-
ple “Lemon Muffins”). Additionally, in contrast to prod-
uct identification using RFID, the vision-based technique
requires a free line-of-sight between the camera and the
product. On the other hand, materials like metal or water
in the vicinity of tagged products influence the detection
rate of RFID, but not the detection rate of the vision-based
method. Unlike RFID, the visual object recognition pro-
vides the bearing of the product relative to the robot. This
bearing can be computed from the position of the product
in the image. Thus, RFID and vision complement each
other. We plan to fuse both product detection approaches
to improve the robustness and the detection rate.



Figure 4 Vision-based product recognition. The package
shown in the upper part of the figure is contained in the
database. The lower part of the figure shows the current
view of the robot, in which the product is detected twice.

2.3 World Model

The world model acts as the central point of integration
for the connected subsystems. Communication with the
connected mobile agents is performed using inter-process
communication provided by the CARMEN toolkit [2] to
fulfil real-time requirements. The ERP and visualization
systems are connected with the world model following the
SOA paradigm using web service interfaces and the SOAP-
over-HTTP protocol.

Another key feature of the world model is the provision
of different maps of the environment. These maps are
based on different types of sensory information acquired
by RFID readers, Bluetooth nodes, WLAN access points,
and laser scanners. The connected agents use the maps for
self-localization and path planning.

2.4 ERP/Database

In order to enrich the data gathered by robots and other
mobile agents with detailed product specific data, a con-
nection from the AmbiSense system to a company’s ERP
system is needed. Typically the ERP system is the place
where companies store all product related data concerning
the production and warehousing of produced goods. This
data store is not the only place housing product related data
in a company, though. In most cases there is also a content
management system (CMS) in which the more customer-
oriented description and product data are stored. In order
to provide the AmbiSense system with a complete set of
product information, these two types of systems need to be
integrated.

There are two main reasons for not connecting the Am-
biSense system directly to the ERP system. First, a direct
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Figure 5 Technical architecture of the “ERP integration
server”.

connection to one specific ERP system would cause a lot
of effort if a company were to adopt the AmbiSense sys-
tem into their existing application landscape. Second, un-
like a stationary RFID system, RFID systems attached to
a mobile agent like a robot cause a much larger data flow
that cannot be directly linked to a value creation process.
If the number of mobile clients is scaled up significantly,
the connected ERP system would be exposed to a large
number of requests, which would drastically slow down
the system. In order to regain normal performance lev-
els, the ERP system would have to be scaled up as well.
This turns out to not be cost-effective. The reasons stated
above lead to an architecture which abstracts from the ERP
system and focuses on the integration using a so-called
ERP integration server. The SOA paradigm provides the
benefits needed and was therefore used as the archetype
for the architecture implemented. It is realized through
web services, which provide an interface described by the
web service description language (WSDL, [9]). In this
context, the data types used by the different applications
was identified and specified using the XML schema def-
inition language (XSD, [10]). The web services are ag-
gregated on an application server running a business pro-
cess execution language (BPEL, [6]) process engine. This
allows for easily reusing the designed business processes
in other complex scenarios. Figure 5 shows the techni-
cal architecture of the ERP integration server and the con-



nected systems. The ERP system depicted in this exam-
ple is mySAP2005. Technically it would be possible to
host the ERP integration server on any application server
of the application landscape. In this case it would even
be possible to host it directly on the application server of
mySAP2005 (NetWeaver2004s). This approach was not
taken, as one of our goals is vendor neutrality.

The main functions of the ERP integration server are the
caching of product information and the provisioning of the
flexible means of integration of the backend systems. The
focus is on the business process implemented in the ap-
plication scenario while offering stable interfaces to the
connected AmbiSense systems. Another important fac-
tor favoring this decision is the ability to integrate other
standard applications. Examples of applications integrated
into the AmbiSense system landscape are a tag data trans-
lation (TDT, [20]) service, an electronic product code in-
formation service (EPCIS, [21]) and the application level
events (ALE, [22]) service. These services all follow the
GS1/EPCglobal [3] standards. The designed business pro-
cesses using the mentioned services are kept in the form
of BPEL choreographies. BPEL allows the composition of
services into one choreography, which then is offered as a
single web service to external applications. A major ad-
vantage of this feature is the reuse of business processes
in other more complex business processes. BPEL allows
for a complete reorganization of a business flow without
changing the overall interface of the business process if the
starting and final activity are left unchanged. This provides
great flexibility with respect to the integrated services that
are used in the modeled business processes. These lay-
ered processes offer stable web service interfaces to the
world model server. The communication between the sys-
tems connected to the ERP integration server utilizes the
SOAP-over-HTTP standard.

2.5 Visualization and Interaction

This part of the system aims at creating a graphical human-
machine interface (HMI) for the complete system of au-
tonomous mobile systems and ambient sensors. The HMI
allows the user to extract relevant data from stationary and
mobile sensors like RFID readers. A 3D model of the sur-
rounding is used to depict the spatial reference of informa-
tion and therefore is the key instrument for intermediation
of data and human being. The visual output can be dis-
played ubiquitously: not only at the control room but also
on mobile devices and on web pages via the internet. This
way, information of both static and dynamic sensors like
RFID tags and associated data can be placed in the view at
appropriate positions.

According to our application scenario different types of in-
formation have to be handled by the visualization system:
Localization data of robots and RFID tags are shown in
the virtual scene and additional product information, e.g.
ERP data from the backend database, can be retrieved and
displayed.
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Figure 6 Architecture of our visualization web service and
connection to RadioLab.

A HMI was developed based on our warehousing and re-
tail scenario by applying principles for intuitive and effi-
cient navigation and visualization [25]. The HMI satisfies
different criteria that are motivated by the fact that poten-
tially many mobile agents (robots, staff using PDAs, etc.)
are in use and these have to be coordinated. Many differ-
ent multimodal types of information have to be processed
and the spatial reference of the data must be accessible to
the user. Depending on the user, different types of infor-
mation are relevant and these data are presented in a task-
related way. Since the users generally use different hard-
ware (laptops, PDAs, mobile phones, etc.), this demands
for a visualization that can be displayed ubiquitously. The
three-dimensional representation of the environment alle-
viates the coordination of the mobile agents and points out
the spatial relationship of the data in an intuitive way. The
visualization itself is not limited to a classical 3D view,
but the three-dimensional data allows for the generation
of various task-related visualizations. Furthermore, these
can be specifically tailored to the needs and characteris-
tics of different visualization hardware (e.g. small display,
low performance, low bandwidth for communication, etc.).
Some examples of the different types of visualization using
different non-photorealistic rendering (NPR) techniques to
achieve a higher level of legibility are shown in Figure 7.
The rendering technique is similar to the method proposed
by Fischer et al. [11], but makes use of the radiosity values
stored in the vertices of the refined meshes instead of eval-
uating a local lighting model. Additionally, silhouettes are
determined in object space, then subdivided and displaced
perpendicular to the viewing direction and finally blended
on top of each other to account for a natural pencil or ink
stroke.

The software our visualization system is based on is Ra-
dioLab, a visualization and presentation module developed
at the WSI/GRIS. It features interactive visualization of
highly realistic lighting scenarios in real-time. We extended
RadioLab to connect to our web service for the purpose of



(a) Pencil drawing using material colors.

(b) High contrast cell shading.

Figure 7 Examples of different NPR techniques. For a
photorealistic rendering see Figure 8(b).

receiving and sending the types of information mentioned
above. A schematic overview is given in Figure 6. The
loose coupling to the web service using TCP/IP allows for
running the web service and RadioLab on seperate ma-
chines as well as connecting multiple instances of the visu-
alization to the web service. This way the concept of SOA
is consistently carried on. The system provides for easy ex-
tensibility, flexibility and reusability of the communication
and visualization components.

All mobile agents (robots, etc.) are displayed in the vir-
tual environment at their estimated positions. The user can
freely navigate in the scene but also view the scene from
the point of view of the robot (“chase-cam” mode). Par-
allel to this, all identified products are listed according to
their detection time.

We solved the task of visualizing the ERP data by incor-
porating the HTML rendering engine Gecko (used by e.g.
the web browser Firefox) into RadioLab using a technique
similar to [4]. This way product specific data can be dis-
played at the actual position of the product in the 3D scene.
For now, the product homepage is shown, but in the future
we will use the web frontend provided by the ERP software
to display a dynamically generated web page that enables
the user to view and edit the product data in 3D in real-
time. The key benefit is a very intuitive interface as well
as a loose coupling of functionality and visualization. A
screenshot of the virtual scene along with the user interface
and product specific information is shown in Figure 8(b).
Summarizing, the visualization supports the user in plan-
ning the operation, observating the mobile agents, localiz-
ing the products and distributing the information.

In the future, we plan to generate the 3D model of the sur-
rounding in a semi-automatic way using laser scanners,
depth cameras and stereo imaging techniques [8, 15]. A
detailed three-dimensional representation of the environ-
ment serves not only as input data for the visualization it-
self but will also provide for an easier localization of the
mobile agents in case of missing or damaged sensors.

(a) Robot in front of supermarket shelf. (b) Photorealistic real-time rendering.

Figure 8 Comparison of real-world demonstrator and vir-
tual scene.

3 Results

We implemented the overall system as described in the pre-
ceding section and tested it under near-to-real-world con-
ditions. We presented a live demonstration of our system
in September 2007 at the AmbiSense Workshop in Tiibin-
gen in presence of an audience composed of representa-
tives from industry and universities (Figure 8(a)). As a first
typical tasks for our scenario, we showed how the robot
explored the supermarket and found a specifically chosen
product. Another feature that we presented to the audience
was the control of the robot by selecting the goal position
in the virtual scene. In this context, the products in the
vicinity of the robot were enriched with additional product
data from the backend system. This data was visualized
in the form of web sites in the virtual scene and on the
touchscreen display of the robot. While performing these
tasks, the robot localized itself using RFID, WLAN and
Bluetooth. All in all, the AmbiSense system architecture
proved itself as a robust and reliable basis for future re-
search and development.

The detection rates directly in front of our RFID anten-
nas (1 m) are approximately 60%, and lower in regions
that have a greater distance (Figure 3). Due to these detec-
tion rates, the robot typically must pass a shop shelf several
times before it has scanned almost all products in the shelf.
Note that the sensor model shows average detection prob-
abilities over all orientations of the tags with respect to the
antenna. If a tag is oriented parallely to the antenna, the
detection probabilities can be significantly larger.

The localization accuracy in our supermarket scenario de-
pends on the types of sensors used. In case of RFID the
average localization error was below 0.3 m. When using
Bluetooth and a particle filter, the localization error was
below one meter in half of the cases. Utilizing the WLAN
technique, the average localization error is a few meters.
For a detailed discussion see [23].



4 Conclusion and Outlook

We have presented a novel prototype system for robot-
assisted inventory. Our developed components revealed a
successful interplay in this scenario and the application of
principles of SOA for communication proved itself to be
very efficient and flexible.

Current research focuses on the following aspects: Firstly,
the fusion of different types of sensor data such as RFID,
Bluetooth and WLAN in order to further improve self-
localization of the mobile agents. To further increase the
RFID detection rates, we plan to test different RFID read-
ers and will develop algorithms to exploit the reader mod-
els optimally in inventory scenarios.

Through the experiences in our demo scenario, we have
identified the access to the backend system as a bottleneck
for the provisioning of product data for the connected sys-
tems. Therefore, the third aspect is the optimization of the
average access time to product data in the backend systems
by means of a product cache.

Lastly, we also plan to integrate live video streams in the
visualization and develop interfaces for accessing and dis-
playing 3D visualization data on mobile devices.
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